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This document and the technologies it describes are the collective work product of members of the caBIG® community. caBIG® stands for the cancer Biomedical Informatics Grid®. caBIG® is an information network enabling all constituencies in the cancer community – researchers, physicians, and patients – to share data and knowledge.  The components of caBIG® are widely applicable beyond cancer as well.
The mission of caBIG® is to develop a truly collaborative information network that accelerates the discovery of new approaches for the detection, diagnosis, treatment, and prevention of cancer, ultimately improving patient outcomes.
The goals of caBIG® are to: 

· Connect scientists and practitioners through a shareable and interoperable infrastructure 

· Develop standard rules and a common language to more easily share information 

· Build or adapt tools for collecting, analyzing, integrating, and disseminating information associated with cancer research and care. 

See https://cabig.nci.nih.gov/ for more details.
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1. Introduction

1.1. Purpose & Scope

There is strong consensus that phenotypic imaging data will add meaningful discovery in the research setting and to diagnosis, staging, and prognosis in the clinical setting when cross correlated with molecular profiling and pathology data.
  Specifically, the TCGA project has been organized as a concrete and compelling example of this work.
,
,
,

"The overall goal of TCGA is to delve more deeply into the genetic origins that lead to this complexity, in order to enable the discovery and development of a new generation of therapies, diagnostics, and preventive strategies for all cancers."
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Imaging has played an increasing role in this work as well.
,
,
,
  Radiology data has historically been difficult to integrate due to its unstructured nature, but the Imaging Workspace of caBIG has made considerable progress on this.  Interoperability of heterogeneous systems starts with use of a common ontology, and creating an interoperable lexicon based on quantitative data (rather than qualitative impressions) makes data mineable.
The purpose of this document is to describe the following high-level scenario and variations on it, referred to as “TCGA Radiology”: Radiology data has been loaded into NBIA and a TCGA customized radiology workstation is being assembled with XIP and AVT components that will enable radiologists to query, retrieve and view TCGA radiology images and the associated data.  Radiologists will be able to markup and annotate with the AIM standard and save the new data in the NBIA for other users to retrieve and view.  Future phases will include adding a caBIG® digital pathology database and workstation to support the same workflow for pathology. The radiology and pathology data will be integrated with the clinical and ‘omic data using caIntegrator and caB2B.  This will enable oncology researchers to query across clinical, omic and imaging data and create richer profiles will the support of imaging data.  This also has implications for clinical decision making as there is the potential for comparing patient profiles with profiles in the TCGA database.
1.2. Structure of the Documentation

Three documents are used to describe each application area:
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These documents align with established documentation standards in caBIG known as the ECCF, relating to various levels of abstraction that are developed to encourage interoperability of solutions.
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This document defines the Enterprise Use Case for TCGA Radiology.  The Enterprise Use Case describes the application area as the user thinks of it.
1.3. Assumptions and Dependencies

1.3.1. General InVivo Imaging Workspace

1.3.2. Integrated Cancer Research (ICR)

1.3.3. Vocabulary and Common Data Elements (VCDE)

1.3.4. Other Assumptions and dependencies

2. Definitions
The following are terms commonly used that may of assistance to the reader.

ASCL1 

Achaete-scute complex-like 1

CE 

completely enhancing

GBM 

glioblastoma multiforme

IE 

incompletely enhancing

MMP 

matrix metallopeptidase

OLIG2 

oligodendrocyte lineage transcription factor 2

VEGF 

vascular endothelial growth factor

3. Basic Workflows
Correlative studies are comprised of phenotypic data from MR, phenotypic data from pathology, and genotypic data from microarrays as depicted schematically in the following figure:
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3.1. Clinical Trial Primary Investigator Conducts Prospective Studies

<description>
3.1.1. PI Designs Trial
<description>
3.1.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.1.1.2. Basic Flow of Events

A. Determine end points
B. Determine design, e.g., adaptive?

C. Determine statistical power required
D. Determine use of subjects

E. Determine funding

F. Secure Institutional Review Board (IRB) approval
3.1.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.1.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.1.2. Patients are Enrolled
<description>
3.1.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.1.2.2. Basic Flow of Events

A. Set inclusion and exclusion criteria. Examples:
a. Inclusion criteria for patients were newly diagnosed pathologically confirmed GBM, MR imaging performed prior to tumor resection, and tissue available for microarray analysis. 

b. All patients that met these three criteria were included in the study.

c. Other than not meeting the inclusion criteria, there were no exclusion criteria.

B. Established informed consent disclosure language and obtain for each patient. 
C. Assign to arms, e.g., by randomization.
3.1.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.1.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.1.3. Clinical Trial is Administered
<description>
3.1.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.1.3.2. Basic Flow of Events

A. Perform data acquisition in compliance with all applicable Health Insurance Portability and Accountability Act regulations (HIPAA) compliant (including de-identification)

3.1.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.1.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.2. Patient Data is Acquired and Post-processed
<description>
3.2.1. Radiology Technician Conducts Imaging Exams
3.2.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.2.1.2. Basic Flow of Events

A. Site credentialing

B. Quality assurance activities like phantom scanning and calibration, recording results

C. Protocol compliance, e.g., for standard of care, special requirements for given trial, etc.  Recording, including “electronic protocoling.”

D. Exam transmission:

a. DICOM data

b. Clinical trial metadata

c. Raw image storage (e.g., listmode data in PET))

E. De-identification of protected health information (PHI)

a. At site

b. At central review

F. Audit trail (21 CFR part 11)

G. <could list example sequences and protocols if we want to>
3.2.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.2.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.2.2. Pathology Technician Processes Specimens
3.2.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.2.2.2. Basic Flow of Events
A. Site credentialing

B. Quality assurance activities like phantom scanning and calibration, recording results

C. Protocol compliance, e.g., for standard of care, special requirements for given trial, etc.  Recording, including “electronic protocoling.”

D. Exam transmission
E. De-identification of protected health information (PHI)

F. Audit trail (21 CFR part 11)

G. Example acquisition techniques:

a. Perform laser capture microdissection and gene expression analysis of a select set of GBMs. 
b. Obtain frozen tissue for investigations from consented patients
c. Dissect out, for example, the peri-necrotic “pseudopalisading” cells of GBM; regions of tumor that are adjacent to pseudopalisading cells; regions of tumor that surround thrombosed vessels; and regions of tumor that are more peripheral and at the invasive edge, distant from regions of central necrosis.
d. Document microdissected tumor regions by annotation and markup on virtual slide images captured by, for example, the ScanScope system. 
e. Digitally scan histologic slides of permanent section (formalin-fixed) blocks of those cases included in the TCGA analysis by, for example, Aperio and make them available for morphometric analysis. 
f. Segment, for example, at least 400 neoplastic nuclei for image analysis from each tumor, the equivalent of four 600X fields in order to capture a representative population. 
g. Immunohistochemical techniques can provide highly specific spatial and morphologic information for the study of blood vessels. Use directly for bulk analysis, and/or to provide ground truth for development and testing angiogenesis related algorithms.

h. Use immunostained slides as classifiers of vascular pathology in order to develop more sophisticated image-based algorithms for their consistent detection and definition in future correlative studies using H&E stained slides.

3.2.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.2.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 
3.2.3. Laboratory Technician Performs Microarray Assays
3.2.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.2.3.2. Basic Flow of Events
A. Biospecimens are screened from retrospective banks of Tissue Source Sites under appropriate IRB approvals for diagnosed GBM with inclusion criteria such as minimal 80% tumor cell percentage. 

B. RNA and DNA is extracted from qualified specimens.

C. Data is distributed to TCGA centers for analysis. 

D. Whole genome-amplified genomic DNA samples from tumors and normals are sequenced, for example by the Sanger method. 

E. Process by using a kit (such as Qiagen). 
F. Generate complementary DNA and complementary RNA by using standard protocols. 
G. Process, scan, and quality check samples by using gene array equipment (such as Affymetrix). 
H. Prepare, label, and hybridize total RNA according to the manufacturer’s protocols (e.g., Affymetrix). 
I. Perform RMA normalization of raw CEL files using, for example, Bioconductor in R, and export for downstream analyses. 
3.2.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.2.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 
3.3. Imaging Data Analysis and Interpretation
3.3.1. Radiologist Annotation and Markup
Radiologists interpret the image data by making subjective, categorical, observations that have been shown by experience to be helpful in managing patients. These observations are recorded as annotations associated with markup which specifies location. For example, the annotated image shown in Figure 2 shows where the radiologist has traced the outline of the tumor and made several observations for the tumor at this location.  
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Figure 2: Example of an MR image that has been annotated
3.3.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.3.1.2. Basic Flow of Events

A. Standardize raw data collection and measurement representations to improve the efficiency of data analysis as well as equivalence of results across studies.

B. Use MR imaging visual features to classify primary gliomas at the time of diagnosis and to guide therapeutic intervention:
a. Evaluate each MRI by, distinct radiophenotypes representing a spectrum of imaging characteristics seen in GBM that capture aspects of tumor physiology, morphology, cellularity, and composition as well as the interaction of the tumors with their local environment. 

b. Tumor matrix that reveals enhancement characteristics on MRI coincides with aggressive pathologic features and the enhancing portion of the tumor is generally targeted for stereotactic biopsy when gross resection is not possible or practical. The presence of non-enhancing tumor matrix distinguishable from white matter edema confers prognostic advantage in some studies.
c. Annotate using the Vasari MRI visual feature set, a standardized classification and annotation system designed specifically for MR images of diffuse gliomas. 
d. Example: define an IE tumor as a GBM that contains a clearly defined region of T2-weighted hyperintensity, less than the intensity of cerebrospinal fluid, corresponding to a region of T1- weighted hypointensity which was associated with mass effect and architectural distortion, including blurring of the gray matter–white matter junction, and/or expansion of the deep nuclei, and which shows no obvious enhancement.  Otherwise, score GBMs that lack any such regions as CE. 

A. RECIST: Repeat with each study, always by using the longest diameter, even if it varies from the original orientation or section.

a. Minimal measurable lesion diameter is 10mmor at least 2 times the imaging section thickness, to reduce the variability due to volume averaging and variations in section selection between studies. 

b. Cystic or necrotic foci of tumor and leptomeningeal lesions are considered nonmeasurable according to the written criteria. 

c. When multiple lesions are analyzed, the individual diameter measurements are recorded separately and then summed for response evaluation. 

d. RECIST response criteria are described below (see “Response Criteria”).

B. Macdonald Criteria (2D). Most trials for patients with malignant gliomas use the WHO-based “Macdonald” criteria.  Repeat with the each study:
a. A measurement is made of the maximal enhancing tumor diameter on a single axial gadolinium-enhanced T1-weighted section, and then 

b. The largest perpendicular diameter is measured on the same image. 

c. The product of the 2 diameters is calculated, and the measurements are repeated with each scan. Measurements from multiple lesions are summed. 

C. Evaluate images for example by consensus in a blinded fashion by multiple (e.g., two) board-certified radiologists:
a. Support rater adjudication and annotation versioning, security, formal link to ontology.

b. Central vs. site reads
3.3.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.3.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.3.2. Pathologist Annotation and Markup

<description> Placeholder:
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3.3.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.3.2.2. Basic Flow of Events

A. Standardize raw data collection and measurement representations to improve the efficiency of data analysis as well as equivalence of results across studies.

B. Use pathology imaging visual features to classify primary gliomas at the time of diagnosis and to guide therapeutic intervention:

a. Apply a WHO grading scheme that ranges from grade II to IV depending on the tumor type. 

b. Review, classify, and grade H&E slides from each case based on WHO criteria.
c. Classify tissue sections from these cases and grade them by WHO grading as infiltrative astrocytoma (grade II), anaplastic astrocytoma (grade III), or GBM (grade IV). 

d. Example: Classify blood vessels as 1) normal architecture and cellular constituents (no hyperplasia or hypertrophy); 2) distorted architecture but normal cellular constituents; 3) endothelial hypertrophy; 4) endothelial hyperplasia; and 5) microvascular hyperplasia, and 6) glomeruloid vascular proliferation. 

e. Note the presence and degree of each form of vascular change within the neoplasm as a whole. 

f. Document the physical relation of these vascular forms to the presence of intravascular thrombosis (a frequent finding in GBM), pseudopalisading necrosis and neoplastic cell density.

C. Evaluate images for example by consensus in a blinded fashion by multiple (e.g., two) board-certified pathologists:

a. Support rater adjudication and annotation versioning, security, formal link to ontology.

b. Central vs. site reads
3.3.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.3.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.3.3. Quantitative Image Analysis
<description>
3.3.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.3.3.2. Basic Flow of Events

A. In the computer-aided volumetric or perimeter approach, semiautomated tumor-segmentation software is used to determine the tumor volume:

a. The computer generates a border between the enhancing and nonenhancing regions on all axial sections that contain enhancing tumor, by using a combination of image processing techniques such as histogram statistics and morphologic filtering. 

b. Neuroradiologist reviews and/or adjusts the perimeters. 

c. The program calculates an enhancing volume, a nonenhancing volume (ie, the centrally necrotic or cystic portion). 

d. Total or combined lesion volume in cubic centimeters by adding the lesion volumes from the stack of images.

B. Use a semi-automatic image analysis guided method to support the segmentation and classification of vascular changes. 
C. A variety of angiogenesis segmentation methods have been proposed.
3.3.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.3.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.3.4. Reporting

<description>
3.3.4.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.3.4.2. Basic Flow of Events

<fill in>
3.3.4.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.3.4.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.4. Bioinformatician Analyses and Interprets Multi-scale Data

3.4.1. Analyze Genotypic and ‘omic Data

The diagram below is an example of a heat-map for a given sample cohort. Different patients are given in columns, and genes in rows.
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The graphs below show the results of the Comparative Marker Selection. These graphs show each gene (shown as “feature” on these charts) and the expression or “score” of these genes. The features on the bottom axis are each individual gene being compared. The red and blue color shows which set of data that specific gene comes from. In the case of the test vs. training graph, the up-regulations of genes in the test set are red and the training set are shown in blue. The “score” on the vertical axis represents the test statistic. The test statistic takes into account the noise of the data as well as the systematic variance. It helps to show results that are statistically significant. This test statistic shows the difference between the variance of the case vs. the variance of the control. For example, in the test vs. training data set, the score is the difference between the standard curve of the test data vs. the standard curve of the training data.   

Example: comparative marker evaluation for Vision Involvement vs. no Vision involvement:
[image: image10.png]score

Upregulated features

2500

000 780 1000 t2s0 s 17am
Feature (sorted by score)

m Upregulated in non-vision (12992) m Upregulated in vision (3285)

20000

2500




Illustrative results table:

	Rank
	Upregulated In
	Feature
	Description
	Score

	1
	non-vision
	221535_at
	large subunit GTPase 1 homolog (S. cerevisiae), LSG1
	8.317232

	2
	non-vision
	220637_at
	family with sequence similarity 124B, FAM124B
	6.836648

	3
	non-vision
	219721_at
	 
	6.503638

	4
	vision
	220453_at
	PQ loop repeat containing 2, PQLC2
	-6.00903

	5
	non-vision
	222343_at
	BCL2-like 11 (apoptosis facilitator), BCL2L11
	5.970555

	6
	vision
	209283_at
	crystallin, alpha B, CRYAB
	-5.90864

	7
	non-vision
	214468_at
	myosin, heavy chain 6, cardiac muscle, alpha (cardiomyopathy, hypertrophic 1), MYH6
	5.761422

	8
	non-vision
	202857_at
	canopy 2 homolog (zebrafish), CNPY2
	5.709448

	9
	non-vision
	204305_at
	mitochondrial intermediate peptidase, MIPEP
	5.70843

	10
	non-vision
	215152_at
	v-myb myeloblastosis viral oncogene homolog (avian), MYB
	5.703839


3.4.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.4.1.2. Basic Flow of Events

A. Example analyses:

e. Methylation at CpG dinucelotides is measured using the Illumina GoldenGate assay.
f. Mutations are called, verified using possibly a second genotyping platform, and systematically analyzed to identify significantly mutated genes after correcting for the background mutation rate for nucleotide type and the sequence coverage of each gene.
g. DNA copy number analyses are performed using such systems as the Agilent, Affymetrix, and/or Illumina DNA copy number platforms.
h. Sample-specific and recurrent copy number changes are identified using various algorithms (e.g., GISTIC, GTS, RAE). mRNA and miRNA expression profiles are generated using such platforms as Affymetrix or Agilent miRNA array platforms.
i. mRNA expression profiles are integrated into a single estimate of relative gene expression for each gene in each sample.
j. Analyze for example 22K probe sets for approximately 15K genes for differences in expression levels between IE and CE GBMs.

k. Confirm vascular endothelial growth factor (VEGF) expression levels on tumor samples using realtime polymerase chain reaction (PCR). 
l. Determine, for example VEGF-to–actin expression ratios on, for example 25 representative samples. 

m. Seek correlation between methods, for example with a Pearson correlation coefficient.

n. Annotated Gene Modules: curate gene-expression modules from, for example a 2K-gene dataset. For example, use seven annotated gene-expression modules, examples of which include epidermal growth factor receptor (EGFR) overexpression, hypoxia, extracellular matrix (ECM), immune cells, proliferation, glial, and neuronal.

o. Perform Gene Ontology enrichment analysis for each imaging trait-associated gene set by using, for example, GoMiner. 

p. Identify gene signatures associated with necrotic and non-necrotic tumors with several complementary methodologies to determine whether they might distinguish hypoxia-induced and non-hypoxic angiogenesis. 

q. Once subsets of samples for analysis are established, filter datasets to remove low-expression genes and genes with little variance across the sample space. 

r. Identify differentially expressed mRNA by, for example, Significance Analysis of Microarrays (SAM) software.

s. Develop gene signatures characteristic of hypoxic and non-hypoxic angiogenesis. 

t. Correct for multiple hypothesis testing using false discovery rates (FDR) and q-values for t-tests and f-tests computed, for example, using Benjamini-Hochberg corrections. 

u. Perform SAM analyses as two-class, unpaired analyses with, for example, 500 permutations, a 2.0 fold-change threshold, and a FDR < 1%.

v. Take a pathway-based, systems biology approach to identify significantly altered gene sets and pathways. 

w. Analyze TCGA transcriptional signatures in, for example, CytoScape, leveraging the Cancer Gene database from NCI and KEGG, Biocarta, and PubMed databases to identify gene network interactions. 

x. Employ for example the Mondrian Genome Data Mapper Software that enables visualization of multi-dimensional profiling data on biological pathways (http://cbio.mskcc.org/mondrian/). 

y. Identify gene signatures associated with hyoxic and non-hypoxic samples with Gene Set Enrichment Analysis (GSEA), as implemented, for example, in GenePattern (http://www.broad.mit.edu/cancer/software/genepattern/) which leverages the molecular signatures database (MSigDB). 

z. Load enriched gene sets identified by GSEA analysis into, for example, CytoScape for network analyses. 

aa. Identify clusters of tightly co-regulated genes by unsupervised clustering of the entire TCGA GBM dataset. 

ab. Analyze individual genes used to construct significant metagenes in, for example, CytoScape for biological pathway and Gene Ontology (GO) enrichment analysis.

ac. Integrate the DNase-seq and ChIP-seq datasets with CONFAC dataset (http://suned.som.emory.edu/cgi-bin/confac_2/index.cgi) to identify significantly enriched and likely functional transcription factor binding sites. 

ad. Integrate with TCGA expression data on transcription factors expressed in GBM to nominate key regulators of hypoxic signatures. 

ae. Identify gene signatures and/or metagenes associated with specific nuclear features to obtain insights into the molecular phenotypes associated with histological phenotypes. 

af. Determine if gene expression profiles of the low grade gliomas cluster closely with any one of the gene cluster families represented in the TCGA analysis or are more evenly distributed. 

ag. Determine if the GBMs that progress from low grade gliomas show a single gene expression profile or multiple profiles.

ah. The gene expression analysis of low grade gliomas will also provide a valuable set of prognostic markers that can be validated in larger prospective studies. Since there are 25 cases of low grade glioma that progressed to GBMs with times that varied from 2 to 9 years, and another 5 that did not progress, analysis of gene expression may further uncover a set of strong candidate genes that are associated with early vs. late recurrence. For example, prior analyses of TP53 mutations in low grade astrocytomas have shown that mutation is associated with shorter time to progression than TP53 wildtype tumors, but that mutation is not required for malignant progression, since low grade tumors with wild-type TP53 also progress (43). The discovery of such a set of prognostic markers, if they could be translated to paraffin-embedded sections and immunohistochemistry, would be invaluable in the clinical management of patients with low grade gliomas.

ai. Quantile-normalize biomarker data and identify genes prognostic of outcome by Cox regression analysis based on progression free survival (PFS) as well as supervised principal component analyses. 

aj. Identify genes that significantly add to the model by examining nested application of supervised principal components. 

ak. Refine gene sets using Significance Analysis of Microarrays (SAM) and verified by Gene Set Enrichment Analysis (GSEA). 

al. Calculate the leading principal component of the set of most significant progression genes to give an overall progression score. 

am. Classify subjects into groups that do and do not progress using overall progression score.

an. Apply standard hierarchical clustering to the set of significant genes to identify biologically distinct sets of biomarkers discriminating good and poor risk subsets. 

ao. Apply pathway analysis within identified clusters to help determine possible mechanisms and potential targets for treatment. 

ap. Validate approaches using larger numbers of samples, using a K-nearest neighbor method, implemented in GenePattern. 

aq. Include the most consistently predictive genes in the final predictor gene sets on which pathway analysis will help determine possible mechanisms and potential targets for treatment.

ar. Apply this process in a ten-fold cross-validation procedure within the 2/3 training set, with the progression score and classification rule developed separately on each of the ten cross-validation training sets (each containing 90% of the training cases). 

as. Base the classification rule on each cross validation training set on identifying subsets predicted to progress. 

at. Apply the rule to classify the cases in the omitted 10%. 

au. Obtain validation estimates of the treatment effect in the predicted progression and no progression groups pooling these predicted classifications over the omitted cross-validation set. 

av. Use permutation analysis to determine if the prediction is better than would be expected by chance, a process sometimes referred to as ‘prevalidation’. 

aw. Examine nested application of supervised principal components, where genes that add significantly to the model contain the principal supervised component from the most significant set of genes, to potentially identify additional secondary axes.

ax. Once an optimum set of prognostic biomarkers are identified and appropriate coefficients estimated based on the initial set of training samples, apply these estimators to independently profiled sample set of test samples to validate models and estimate sensitivity and specificity of predictions.

ay. Include genes found consistently predictive in the final predictor gene sets. 

az. Evaluate the utility of including miRNA and CpG methylation data into an integrative analysis with mRNA expression data. 

ba. Identify genes that are predicted to be miRNA targets by three independent databases (PicTar (49), TargetScan (50), and miRANDA (51)) and whose expression inversely correlates with miRNAs predicted to target them.

Example scenario:

The training data is used to determine a believed relationship between phenotypic imaging observations to patient outcome indirectly via differential gene expression. The test set is sequestered to provide a basis for validating the resulting associations.

· Set up analysis between training and test set of data:

· Create .clm file for Gene Pattern Expression File Creator

· Create notepad (a text file) including 3 columns with all data from both sets included

· Patient ID .cel file name (ex. TCGA-06-0122.cel)

· Patient ID name (ex. TCGA-06-0122)

· Which group (training or test) the patient belongs to (ex. test)

· Separate these 3 columns by tabs

· Combine all data into one .zip file

· Sign into Gene Pattern and select Expression File Creator

· Fill in the boxes with the files created in the previous step

· Leave all other parameters untouched, except change Normalization Method to “none”

· Click run and save the output files

· After the files have been saved, choose Comparative Marker Selection

· Use the files .gct and .cls files from the Expression File Creator, leave all other parameters unchanged

· Click run and save the output file

· Next, choose Comparative Marker Selection Viewer and plug in the file just created

· When this task has completed, select Open Visualizer to view the result

· Sort the data by rank, the noise of the data is equal to the highest “score” of the data

· Any observation or anatomic entry that only has one entry, discard for the next step

· Set up and run comparative marker evaluations, first between the training and test sets as a whole for the determination of experimental noise within the cohort as a whole and subsequently for individual imaging observations: 

· Sort the data, first by anatomic entry

· For each different anatomic entry separating that specific observation from the other data points, create a .clm file 

· Set up a text file, in the same way as when the data was divided into training and test set

· In the last column, write the anatomic entry being tested, for other data points, write “non-anatomic entry” (ex. occipital/non-occipital, this file would be saved as occipital.clm); there should only be one anatomic entry mentioned in each file

· Repeat this for each anatomic entry, this should result in four .clm files

· After step b is completed, sort all the data by imaging observation

· Do the same as done for anatomic entry, create .clm files for each imaging observation

· After the .clm files are created, use the Expression File Creator used in step 3h. to create .gct and .cls files for each anatomic entry .clm file and each imaging observation .clm file (for the .zip file, use the combined data .zip)

· Once the .gct and .cls files are saved, continue to Comparative Marker Selection 

· Once the noise is determined, set up another set of analyses, this time with the cohort combined (include all data except those patients which have been discarded in the previous step), determine prognosis for patients based on their observed imaging phenotype:

· Run a Comparative Marker Selection for each case of anatomic entry and imaging observation

· After that, use the Comparative Marker Selection Viewer to view the data

· Sort the chart by rank and copy and paste into an excel worksheet, save the charts by clicking, File>Save Image

· Once the data is in excel, take the most expressed genes out of the description column (according to the score; take 1 or 2 genes from each) and copy them into another sheet

· Having established the correlation between genotypic and phenotypic features, make the connection to patient outcomes as follows:

· Once these genes have been set apart, go to the REMBRANDT page and log in

· Choose “Kaplan-Meier survival plot based on Gene Expression” and search using one of the genes from step 10

· Repeat step 12 for each gene in step 10

· Look at the survival charts and create prognosis for the patients based on these

· Under the assumption that knowledge of prognosis is important but that the desired goal is to improve patient management, determine the cellular pathway most appropriate for targeting by therapy based on the established correlation:

· Take genes from step 10 and put it into the Pathway Interaction Database to identify the relevant cellular mechanism for targeting by therapeutics. (In this project, only a sample of one gene was evaluated, but in general multiple would be assessed.)

· Click on the pathway with the gene searched for, save this picture

3.4.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.4.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.4.2. Analyze Ex-vivo Phenotypic Data

<description>
3.4.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.4.2.2. Basic Flow of Events

A. Example analyses:

a. Select fields that consist of at least 50% tumor nuclei (i.e., less than 50% normal, infiltrated cells); have a moderate tumor cell density; and lack a high degree of overlapping tumor nuclei, so that segmentation of individual nuclei can be achieved.
b. Select all nuclei within the fields for segmentation and subsequent image analysis. 
c. Deselect nuclei that are non-neoplastic (i.e. vascular, inflammatory or entrapped normal glia or neurons).
d. Analyze selected nuclei for nuclear size (area and perimeter), shape (eccentricity, circularity major axis, minor axis, Fourier shape descriptor and extent ratio), intensity (average, maximum, minimum, standard error) and texture (entropy, energy, skewness and kurtosis).
e. Support virtual slide display and interactions between a reviewing neuropathologist and image analysis algorithms.
f. Characterize prognostic features in specific forms of cancer, including for example neuroblastoma and lymphoma.

g. Determine if specific nuclear features correlate with clinical outcomes, independent of classification.
h. Determine if specific nuclear features, or their combination, can be used consistently to place a tumor within a specific gene expression category defined by clustering analysis of, for example, Rembrandt data sets.
i. Analyze digitized frozen section images for quality assurance for TCGA inclusion.
j. Categorize angiogenesis as 1) endothelial hypertrophy, the cytoplasmic enlargement of individual endothelial cells within their correct histologic compartment; 2) endothelial hyperplasia, the increased number of proliferating endothelial cells within their correct histologic compartment; 3) microvascular hyperplasia, the branching growth of newly formed vessels; and 4) glomeruloid proliferation, a florid 3-dimensional tufting of newly formed vessels (8).
k. Compare, for example, those GBMs that have angiogenesis associated with necrosis (hypoxia-induced) with those GBMs that have angiogenesis without adjacent necrosis (non-hypoxic angiogenesis).
3.4.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.4.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.4.3. Analyze In-vivo Phenotypic Data
<description>
3.4.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.4.3.2. Basic Flow of Events

A. Example analyses:

a. Map advanced MRI data on serial examinations including dynamic susceptibility contrast data (DSC) and diffusion tensor imaging (DTI).
b. Measures of vascular permeability (Ktrans) are also related to tumor angiogenesis and peritumoral edema. Elevations in local cerebral blood volume (rCBV) in lower grade tumors have been shown to be independent predictors of survival and time-toprogression. rCBV and permeability values (Ktrans) strongly correlate to histologic grade. Moreover, it has been suggested that DSW can be helpful in predicting areas of low grade tumors that will undergo subsequent de-differentiation.
c. Use DSC data to derive relative cerebral blood volume (rCBV) and permeability (Ktrans) parametric maps of the neoplastic tissue. Map diffusion metrics such as (MD) mean diffusivity, relative diffusivity (RD) and apparent diffusion coefficient (ADC) of the tumor volume on serial studies as an adjunct in predicting alteration in histologic behavior.

d. Advanced MR techniques are capable of capturing changes in vascular dynamics that may correlate with those noted in histologic sections. Specifically, dynamic susceptibility-weighted (DSC) contrast enhanced perfusion magnetic resonance imaging (MRI) provides physiologic information related to tumor neovascularity and angiogenesis. 
e. Include more advance neuroimaging studies of TCGA cases as they relate to morphologic and molecular studies, especially susceptibility contrast data and diffusion tensor imaging. 
3.4.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.4.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.5. Principal Investigator Performs In-silico Studies

3.5.1. Assemble Experimental Cohort

<description>
3.5.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.5.1.2. Basic Flow of Events

A. Example data sets: 
a. Cases of diffuse gliomas contributed to the Rembrandt data set by Thomas Jefferson University and have been annotated using the Vasari feature set. 
b. Future analysis of Rembrandt and TCGA cases that have been submitted by Henry Ford, but have not yet been annotated, will be possible using advanced MR sequences, including perfusion and diffusion, and will certainly contribute substantially to the understanding of vascular dynamics in the progression of astrocytomas. 

c. Obtain validated EGFR immunohistochemistry analysis, for example by the following steps: 
i. Obtain paraffin-embedded tissues and MRI datasets from institutions with informed consent after approval of the Human Research Committee. 
ii. Establish inclusion criteria for tumors, e.g. to have preoperative, diagnostic-quality MRI scans displaying appreciable contrast-enhancing and necrotic components on postcontrast enhanced T1-weighted sequences. 
iii. Perform antigen retrieval and immunostaining of EGFR in paraffin samples, for example, by using mouse monoclonal antibody clones.
d. Obtain patient samples and gene-expression data, for example by the following steps: 
i. Samples used for microarray analysis from tissue banks by using standard methods. 
ii. Establish inclusion criteria for array elements, for example, those that varied at least 2-fold from the median on at least five microarrays. 
B. Digitize frozen section slides of GBMs used for quality assurance for TCGA inclusion using, for example, the Aperio ScanScope system. 
C. Cases for inclusion into TCGA genomic analysis are only accepted if they contain, for example, less than 50% necrosis in at least two histological samples. 

D. Leverage ENCODE, CONFAC, GO, KEGG, PUBMED, MSigDB, and NCI Cancer Gene Index Databases.

E. Use a set of digitized images of oligodendrogliomas, mixed oligoastrocytomas and astrocytomas of varying grades from scanned histologic slides within the Rembrandt data set in order to classify these tumors based on nuclear features without any other a priori assumptions regarding their histologic differentiation or grade. 
F. Choose the Rembrandt data because it includes glial tumors of differing histologies and grades, while the current TCGA data set contains only GBMs. 
G. Data sets included: Our preliminary analysis of nuclear morphology and gene expression includes Thomas Jefferson University cases included in the Rembrandt data set and will be expanded to include Henry Ford cases in this set. Histologic slides from these institutions will be sent to Emory University and scanned by Aperio for image analysis. MR features of cases contributed to Rembrandt by Thomas Jefferson University have been previously annotated using the Vasari Feature Set. Aperio-scanned images of histologic slides within the TCGA data set and the corresponding gene expression data will be analyzed for GBMs. Promoter analyses will leverage the ENCODE and CONFAC databases and the pathway analyses will utilize GO and NCI Cancer Gene Index databases.

H. Validate infiltrative/edematous analysis, for example by the following steps: 
a. Comprise independent validation dataset, for example, of 110 GBM patients from multiple institutions with clinical follow-up and appropriate MRI studies. 

b. Obtained all data with approval of the relevant Institutional Review Boards.
Example Steps:

· Gather cohort of patients demonstrating signs and symptoms of brain cancer and for which both phenotypic as well as genotypic data is available:

· Annotated MR data are obtained according to the following steps:

· Download ClearCanvas

· Open ClearCanvas.Server.ShredHost

· Wait for 9 lines to complete successfully

· Open ClearCanvas.Desktop.Executable

· Go to AIM Data Service

· Select “tumor” under Imaging Observation and click search

· Download all resulting studies and annotations

· From the DICOM page (still in ClearCanvas) select one of the studies to view

· To access annotation, go to the Tools menu and select MenuToolsMyTools > ShowAnnotationListTool

· Click the annotation to view it

· Biopsy specimens which have been assayed using microarrays are obtained according to the following steps:

·  Go onto caArray website

· Search “TCGA” under experiments

· Click on liu-00251 under Experiment ID

· Select the annotations tab

· Select “sources”

· Click on the patient desired and download .cel file

· Repeat above step for all patients desired (patient ID’s should match those in Clear Canvas)

· Divide the cohort into training and test sub-sets to determine the noise of the data for assessment of significant differential marker evaluation and to facilitate model validation 

· Sort data by anatomic entry and then by imaging observation

· Split data into two sets (training and test), keeping balanced amounts of each anatomic entry and imaging observation

3.5.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.5.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.5.2. Biostatistician Analyzes Outcome Data
The figures below are example MR scans selected from the TCGA project. Radiologist annotations created by the associated workflow are highlighted in yellow and show both location and data contributory to classification. 
<description>
3.5.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.5.2.2. Basic Flow of Events

A. Use the Kaplan-Meier method to estimate the survival distributions. 
A. Assess how each covariate affects survival, for example using univariate Cox proportional hazard models. 
B. Hazard ratios correspond to risk of death compared with baseline level, and thus, an increased hazard ratio implies an unfavorable prognosis. 

C. Examine the associated P value for each covariate, for example using the transformed hazard ratio (Z score). 
D. Carry out statistical analyses with freely available online software packages (e.g., R, http://www.r-project.org, and dChip, http://www.dchip.org). 
E. Quantitatively study univariate differences in covariates across categoric groupings, for example by using a combination of fold change and two-sample unpaired t tests.

F. Report correlation coefficients, for example using Pearson product-moment correlation coefficients. 
G. Determine the false discovery rate, for example by using a permutation- based algorithm with software (e.g., dChip). 
H. Test gene expression data using, for example, the Fisher exact test.
I. Infiltrative Imaging Phenotype Predicts Patient Outcome. Having demonstrated the ability of imaging phenotypes to reflect underlying gene-expression programs, identify imaging surrogates for gene-expression profiles with prognostic implications. Inspect radiogenomic maps for a significant overlap between a survival-associated gene signature and, for example, an infiltrative pattern of T2 edema.

a. Kaplan–Meier survival analysis, may be carried out using, for example, WINSTAT (www.winstat.com).
J. Evaluate the significance of a prognostic classification by, for example, fitting Cox models to estimate PFS hazard ratios comparing the groups, both with and without significant clinical factors, and by estimating PFS distributions within prognostic groups. 
a. Perform a multivariate Cox survival analyses with the biomarkers introduced as a continuous variable together with the other relevant clinical factors. 
3.5.2.3. Preconditions

List out each item that must be met in order for the use case to be valid.

3.5.2.4. Basic Flow of Events

Provide an outline of the flow of use case. Provide a sequence diagram if it is helpful.

Identify available information.
Extract and integrate the relevant information from previous work/s or datasets.

Identify associated work/s or datasets.

Develop a working knowledge of the existing works.

3.5.2.5. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.5.2.6.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.5.3. Discover and Validate Correlative Models
<description>

Having performed these analyses on the training set, the correlations are understood to comprise a “model” of supposed relationships. Using a reverse workflow on the sequestered test set (genotypic to phenotype), validate the model to see if relationships that were determined for the patients in the test set are also evident with different patients from the test set. This is referred to as model validation. 
3.5.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.5.3.2. Basic Flow of Events

A. Reserve, for example, one-third of the sample for a validation analysis. Make the division into training and validation sets by, for example, stratified random sampling, to ensure balance on the most significant clinical variables for PFS in the full study. 
B. Prior to finalizing the division, verify that the training and validation sets are reasonably well-balanced with respect to other factors and that clinical outcomes (PFS and survival) and treatment differences are similar between the training and validation sets.

C. Consider multiple modeling approaches on the training data, potentially leading to multiple predictive models. 
D. Select the most promising prognostic and predictive groups based on overall fit to the training data and on cross-validation for testing in the validation set. 
E. Only access data in the validation set after the specific hypotheses to be tested and the full validation analysis plan have been determined. 
F. The specific analyses to be performed depend on the nature of the predictors developed in the training phase. Specify these analyses in the validation plan prior to the validation data being accessed. 
G. Examples:

a. Correlate specific MR characteristics defined by the Vasari Feature Set with pathologic grade, vascular morphology and underlying gene expression profiles.
b. The features of highest interest in the Vasari Feature Set are within enhancement quality, proportion enhancing, proportion necrosis, thickness of enhancing margin, definition of enhancing margin.

c. Define specific vascular correlates of the distinct forms of contrast-enhancement within the Vasari feature set. 
d. Investigate gene expression profiles, pathologic properties and MR imaging characteristics of low grade astrocytomas and the GBMs that have progressed from them within the Rembrandt data set. 
e. Include clinical and pathologic parameters in the data analysis including patient age and performance status, tumor histology and grade, and treatment type to perform multivariate Cox proportional hazards and partial likelihood analyses to determine if mRNAs are independent prognostic factors. 
f. Consider the fractional rank of the expression, i.e. rank patients using the gene expression levels and normalize the ranks between 0 and 1. 
g. Examine weighted logrank estimating functions with lasso optimization algorithms in accelerated failure time models (AFT). 
h. Correlate gene expression and time to progression with the neuroimaging features of these low grade gliomas that progressed to GBM. 
i. Explore the gene expression patterns of a small set of low grade gliomas in the Rembrandt data set that have progressed to GBMs and attempts to define molecular and neuroimaging markers of progression. 
j. Expand to TCGA data sets as low grade gliomas become available. Expanding to this data set will allow consideration of novel molecular markers, including mutation, miRNA and promoter methylation, as well as advance neuroimaging, which may uncover better prognostic features or identify novel molecular targets.

k. Perform pathway and promoter analyses to develop new hypotheses regarding the mechanisms underlying these nuclear features. 

l. Determine whether a defined set of nuclear features have predictive value in terms of classification based on gene expression family (astrocytoma, oligodendrogliomas or oligoastrocytomas) and clinical outcome.

m. Correlate the classification of gliomas by nuclear morphometry and gene expression with the neuroimaging features of the same tumors. 
n. Using cluster analysis techniques, examine which combination of the 30 Vasari visual features coincide with the subgroups identified on the basis of nuclear morphology and gene expression. 
o. Prior analysis of TCGA gene expression data has shown that GBMs can be placed in four distinct families based on unsupervised clustering algorithms: pro-neural, neural, classic and mesenchymal. These genes expression families have some relation to genetic alterations. For example, pro-neural GBMs are associated with PDGFR amplification, while the classic family is associated with EGFR alterations, and the mesenchymal subtype clusters with NF1 mutations. Correlates of morphologic features with gene expression and genetic categories have not yet been performed. In the future it would be highly desirable for neuropathologists to identify clear morphological criteria that would identify tumors as belonging to each gene expression category without the need for genetic analyses. 
p. Analyze nuclear morphologic features of low grade gliomasfrom Aperio images of TCGA cases. 
q. Allow correlative studies of mutations, miRNA and promoter methylation in low grade gliomas. 
r. Expand the current understanding of diffusion metrics with pathologic and molecular correlates.

s. Determine whether the presence or degree of necrosis within the frozen section slides correlates with specific gene expression patterns or in any way determines algorithm-based unsupervised clustering of GBMs into previously defined pro-neural, neural, mesenchymal or classic categories. 
t. Identify genes or gene families whose expression is most modified by the presence of necrosis within the TCGA data sets.
u. Determine if there are gene expression correlates of different morphologic forms of angiogenesis.
v. Compare the gene expression patterns associated with these distinct angiogenic programs.
w. Categorize the degree and specific forms of angiogenesis in relation to genetic alterations (EGFR amplification, PTEN mutation, TP53 mutation, NF1 mutation) and those gene expression families identified by TCGA (5).

x. Compare the relative cerebral blood volume and permeability index values to the gene expression patterns of GBMs that exhibit angiogenesis with necrosis (hypoxia-induced) and GBMs that demonstrate angiogenesis without adjacent necrosis (nonhypoxic necrosis) to determine if there is are distinguishing threshold values.

y. Gene expression correlates of pro-thrombotic, pro-angiogenic and diffusely infiltrating regions will be defined within these specific regions.

z. Use, for example, a two-step algorithm to assess the association between the imaging traits and gene modules: 
i. In the first step, identify sets of cDNA elements (i.e., genes) that are statistically significantly correlated with each imaging trait (referred to as trait associated genes.) Evaluate the correlation of, for example, the log2(Cy5/Cy3) expression ratio for cDNA clones with imaging traits using, for example, a Spearman rank-correlation coefficient. 
1. To assess statistical significance and to control for multiple hypothesis testing, generate for example, 1,000 random permutations of the imaging trait values and recalculate the correlation coefficient for each cDNA element. 
2. Use the distribution consisting of these values to determine the correlation coefficient corresponding to a  determined P value. Include cDNA elements with absolute real correlation coefficients greater than this cut-off in the trait-associated gene sets. 
ii. In the second step, determine the overlap of these trait-associated gene sets with the identified gene-expression clusters (or modules) using, for example, the hypergeometric distribution. 
aa. Test the hypothesis that, for example, phenotypic diversity of GBM captured by neuroimaging reflects underlying inter- and intratumoral gene-expression differences, 
ab. Create a radiogenomic map using an integrative analysis of microarray gene-expression patterns and imaging profiles from pretreatment MRI studies for GBMs.
ac. Validate the association of EGFR overexpression with contrast to- necrosis ratio.
3.5.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.5.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.5.4. Publish and Share Results
<description>
3.5.4.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.5.4.2. Basic Flow of Events

A. Generate caGrid data services to make available 1) derived molecular datasets, 2) pathology data and metadata such as frozen tissue slide annotations related to necrosis and angiogenesis along with annotated and marked up virtual slide images depicting microdissected tumor regions and 3) derived parameters from analysis of advanced MR images. 
B. Make image analysis algorithms available as publically accessible caGrid analytical services. 
C. Data for DNA sequence alterations, copy number, mRNA expression, miRNA expression, and CpG methylation are deposited in standard common formats in the TCGA DCC at http://cancergenome.nih.gov/dataportal/. 

D. Perform the workflow in a highly consistent manner so that results can be reproduced, standardized and eventually utilize common analysis tools. 
E. Utilize Taverna and GenePattern to orchestrate and distribute developed workflows.

3.5.4.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.5.4.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.6. Support Treating Medical Oncologist
3.6.1. Qualify Clinical Efficacy of Predictive Markers
We have adopted concepts and language from the current FDA process for the qualification of  biomarkers,
,
,
 to make clear the specifics regarding necessary steps for a sponsoring collaborative to use it for qualification of putative imaging biomarkers. This is shown in Figure 2.
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Figure 2: Imaging Biomarker Qualification Process

In the figure, activities undertaken by the sponsor are indicated in the left hand column.  Activities undertaken by national regulatory agencies (e.g., FDA or European Medicines Agency (EMEA)) are indicated on the right, and documents used to facilitate the communication are indicated in the center.  It should be noted that the sponsor in this schematic could be a collaborative enterprise rather than a single commercial entity, to reflect the multi-stakeholder nature of the activity.
3.6.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.6.1.2. Basic Flow of Events

Steps to Imaging Biomarker Qualification 
The sponsoring collaborative seeks to accomplish the following:

A. The following declaratory information from the imaging test technical validation process will be made available from the Imaging Test Approval process described above:

· A mechanistic understanding or “rationale” of the role of the feature(s) assessed by the imaging test in healthy and disease states.
· A statement of value to stakeholders (patients, manufacturers, biopharma, etc.), expressed in the context of the alternatives (e.g., with explicit reference to methods that are presently used in lieu of the proposed biomarker) as opposed to an “absolute” sense that may appear arbitrary.
· Statements indicating whether the test is quantitative, semi-quantitative, or qualitative (descriptive); what platform will be used; what is to be measured; controls; scoring procedures, including the values that will be used (e.g., pos vs. neg; 1+, 2+ 3+); interpretation; etc.

B. Describe phantom and other controlled condition support material for “stand-alone” assessment and required initial and ongoing quality control specifics (from Imaging Test Approval process above).

C. Implement and refine protocols for the intended use, and develop a process map detailing the steps under consideration to support qualification of the biomarker.
· Detailed descriptions of the procedures to be used for image acquisition, analysis and interpretation of the quantitative imaging biomarker as a clinical metric should be included.
· Procedures to be used when results are not interpretable or are discrepant from other known test results must be described; this is especially important for imaging tests used for eligibility or assignment to treatment arms.
D. Develop a process map detailing steps contemplated to support qualification of the biomarker.

· Description of the information on the statistical design used to establish the correlation with the clinical parameter of interest should be provided.
· Intra-reader test-retest across vendors and centers in all relevant operating conditions should also be included.
E. Perform clinical performance groundwork to characterize sensitivity and specificity for readers using the imaging test when interpreted as a biomarker under specified conditions.  This will include:  
· Performance of necessary studies to the extent that literature does not already fully support the process map.  These may be retrospective or prospective. 

· Development of a “Briefing Document,” for the regulatory agency, that describes all known evidence accumulated that pertains to the imaging biomarker’s qualification and that lays out a plan to complete steps to conclude the qualification process.

· Pursuit of a face-to-face meeting with the regulatory agency Biomarker Qualification Review Team to elicit agency feedback on the clinical performance results as well as the plan to complete the “Full Data Package
F. Perform clinical efficacy groundwork to qualify biomarker for its intended use in the appropriate "real world" imaging conditions,
 to include:

· Extension of prior results to inter-reader variability and test-retest reproducibility in multi-vendor, multi-site settings.
· Meeting with the Biomarker Qualification Review Team to elicit regulatory agency feedback on the clinical efficacy study results for the purpose of obtaining agency acceptance that the biomarker becomes known as qualified.

G. Draft guidance on incorporation of the imaging biomarker into clinical trials.

H. Promote use of the imaging biomarker through education.

3.6.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.6.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case.
3.6.2. Apply to Individual Patient Cases

<description>
3.6.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.6.2.2. Basic Flow of Events

Provide an outline of the flow of use case. Provide a sequence diagram if it is helpful.

Identify available information.
Extract and integrate the relevant information from previous work/s or datasets.

Identify associated work/s or datasets.

Develop a working knowledge of the existing works.

3.6.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.6.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case.
3.6.3. Record Experience for Observational Studies / Registries

<description>
3.6.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.6.3.2. Basic Flow of Events

Provide an outline of the flow of use case. Provide a sequence diagram if it is helpful.

Identify available information.
Extract and integrate the relevant information from previous work/s or datasets.

Identify associated work/s or datasets.

Develop a working knowledge of the existing works.

3.6.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.6.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case.
3.7. Read-out Integrity and Quality Assurance

3.7.1. Conduct Intra- and Inter-reader Studies

Inter-reader variation indicates difference in training and/or proficiency of readers.  Intra-reader differences indicate differences from difficulty of cases.

3.7.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.7.1.2. Basic Flow of Events

K. Assess interobserver agreement for interpretation of MR images across multiple raters, for example using the Fleiss generalized statistic.

3.7.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.7.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case.
3.7.2. Train and Certify Readers

Neuroradiologists should have a firm understanding of the issues involved in imaging brain tumors in clinical trials, not only with respect to review of quantitative imaging but also to assist in the optimal use of imaging in trial design.
3.7.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.7.2.2. Basic Flow of Events

<fill in>
3.7.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.7.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case.
3.7.3. Validate Imaging Test

Imaging tests (sometimes referred to as imaging assays to emphasize a similarity with their non-imaging counterparts) may be utilized in different ways.  “Integral assays refer to tests that must be performed for the trial to proceed, whereas integrated assays include assays that will be performed on all samples or cases (for imaging studies) but are not required for the trial to proceed and will not inform treatment decisions or actions within the current trial.”
   Integral assays are typically associated with inclusion criteria or primary endpoints, while integrated assays are typically associated with secondary endpoints or exploratory analyses. The requirements for integrated assays are generally less restrictive (ref 12), but they should also be handled as rigorously as practical, since they may, in fact, become integral at some future point.
3.7.3.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.7.3.2. Basic Flow of Events

When an imaging test reaches the point where its utility has been demonstrated in well-controlled settings, whether by an individual sponsor or by a collaboration, the following steps must be done to complete validation.
,

a. Make the following declaratory information from the discovery and initial development phases available:

· The claimed intended use of the imaging test must be clearly stated before initiating technical validation studies so that appropriate data are generated to support that use.
· Summary of Good Manufacturing Practices (GMP) issues as they related to producing the imaging test.
· Devices and software used to perform the imaging test must meet quality system requirements.
 These should ideally be as generic as possible, and not be restricted to one particular brand of device or software.
· Assurance that device is reasonably safe, i.e. the benefits of the procedure (either to the individual patient, or to medical knowledge as a whole) outweigh the risks to the patient.  Safety includes the consequences of false-positive and false-negative results on the patient, as well as how diagnostic testing can harm a patient (either in the short term or the long term) (for example, ionizing radiation, adverse contrast reactions or complications arising from the imaging procedure).

· Imaging Type, volume and method of delivery of any imaging agents.  Note that there is a difference between imaging modalities that require 100 % ‘agent/tracer’ use, such as nuclear medicine modalities, and those that use an enhancement agent only for a portion of studies, which may impact the choice of comparator and gold standard thus complicating the design of clinical studies. Choice of imaging agents should ideally be as generic as possible (e.g. several gadolinium chelates permitted), and not be restricted to one particular tracer unless scientifically justified.
b. Acquire or develop reference object(s) (“phantom”) and other support material(s) for controlled experimentation and ongoing quality control (QC).  This serves as the basis for “stand-alone” assessment (with the caveat that phantoms can never replicate in vivo imaging conditions, nor can they adequately cover the variety of imaging applications at reasonable cost).  Well-controlled and defined reference objects, however, enable study design and allow planning for statistical analysis of the data.  For maximum applicability and impact, both healthy and disease states must be reflected in both objects and digital reference data sets across the range expected in the full target population. 

· Implementation of a comprehensive QC program, including the process for initial acceptance of an imaging device as well as required ongoing QC procedures, data analysis, and reporting requirements.
c. Implement and refine protocols that include recommended operating points for acquisition, analysis, interpretation, and QC, according to the documented intended use, and develop/merge training and test datasets from various sources to support technical performance of the imaging test.
· Algorithms included in the imaging test for data and results interpretation must be pre-specified before the study data is analyzed. Alteration of the algorithm to better fit the data is generally not acceptable and may invalidate a study.

· High-level descriptions of the processing hardware and software, highlighting potential weaknesses, should be provided.
d. Define and iteratively refine the imaging test and its protocol, including assessment of intrinsic scanner variability, minimum detectable change, and other aspects of imaging test performance under controlled conditions. , including subject variability associated with the physiological and pathophysiological processes for which such imaging tests are being developed.
· Sources of imaging test variability should be evaluated through studies that characterize reproducibility, limits of detection, and limits of quantification.

· Prospective trials or collections of samples may sometimes be necessary for certain intended-use claims or to exclude biases that could arise from use of existing images.

· Data to support proposed cut-points (i.e., decision thresholds), if imaging results are not reported as a continuous variable, and performance characteristics (including sensitivity, specificity and accuracy) are reported to complete this step.
e. Assess intra- and inter-reader (consistent with intended use) test-retest statistics in real operating conditions.
· To show the clinical performance of an imaging test, the sponsor generally needs to provide performance data on a properly-sized validated set that represents a true patient population on which the test will be used. For most novel devices or imaging agents, this is the pivotal clinical study that will establish whether performance is adequate.

3.7.3.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.7.3.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.8. Administration and Maintenance

3.8.1. Update ontologies, AIM templates, etc. as they evolve

<description>

<description>
3.8.1.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.8.1.2. Basic Flow of Events

Provide an outline of the flow of use case. Provide a sequence diagram if it is helpful.

Identify available information.
Extract and integrate the relevant information from previous work/s or datasets.

Identify associated work/s or datasets.

Develop a working knowledge of the existing works.

3.8.1.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.8.1.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

3.8.2. Administer different type of actor accounts, installations, upgrades, adapting to site, etc.

<description>

Placeholder: notes from my toy problem:

1.I have successfully installed ClearCanvas with the AIM, SNP, and CGWB extensions from Northwestern, and access annotations and image data from AIM-E and NBIA on a computer where I have full control over the firewall and virus software.  On my Philips IMALYTICS computer, where I have less control, I have loaded ClearCanvas and can see the annotations, but have not yet been able to successfully retrieve the study data.  It is apparently virus software that is blocking, since I think I have removed the firewall, but I am still trying to work on this as I believe it is suboptimal for the configuration/installation to require root control of computer since we presumably would desire this to work for people in multiple settings. 

2. I have reviewed the annotations on the data sets and corresponded with Adam on which ones may be real vs. “junk” trial annotations, since at this stage of the service there is no real quality control capability (apparently) that would allow a distinction as to which are done by a radiologist in confidence vs. test annotations by engineers.  I have not been able to find clear answers on this, so I have created a spreadsheet of the data and have also cross-referenced the patient ID’s with entries under the SNP plug in that identifies “genes” for them.  By inference, I have created a cohort that I think constitutes the real patients.  If I am correct, n=21.

3. I’ve been able to find what I believe to be microarray data in caArray that correspond with my cohort.  

a. I had first set out to use geWorkbench since this is the tool that Mark Adams’ breast example used for I-SPY, but even though both projects use Affymetrix, the TCGA files are in .cel format which geWorkbench doesn’t support as completely (can only do visualization, no analysis, and that only after some manual work in R).  (The breast array data uses .chp files that are better supported by geWorkbench.)  

b. So I switched to genepattern, where I have successfully created multiple differential marker analyses.  My approach has been to first set off n=11 of the cohort for training, sequestering the remaining n=10 as a test set for model validation.

c. I am in the midst of compiling the differential marker analyses for each of the locations (e.g., occipital vs. rest, etc., and visual involvement vs. rest, etc.).  My goal is to create a relatively naïve manual clustering based on the identified genotypes in the context of the phenotypes.  Of course, tool support for this will be the subject of the EUC, but for now, I want something that I can check with people that have also done this to see if the basic elements of the workflow are appropriate based on my little example problem. 

d. Note that I have also successfully entered Rembrandt, and am using it for determining survival (using K-M curves) vs. genes, but the patient IDs show differently in that tool so I could not use it to draw relationships from AIM-E.

4. Of course, the real intention would be to use caIntegrator2 and/or caB2B to form the cohort and replace my manual association of data sets from AIM-E and caArray, also presumably drawing in the pathology as well.  In this regard,

a. I am still working to appreciate the differences between the tools.  Whereas it is clear to me that caB2B is “inquiry only,” without the data staging and analysis capabilities of caIntegrator2, the distinctions seem over complex vs. what it needs to be.  That is, why doesn’t caIntegrator2 just say that its query engine is caB2B, and it layers on data staging and analysis tools on top?  This seems to be the principal distinction, but no one really explains it that way and it always resorts to extended technical discussions that would appear to present an obstacle for end users.  Please understand, it isn’t that I can’t figure it out or don’t have the patience for it, but rather that I think true adoption requires people like us to boil out this level of complexity.

b. I have almost completed installation of caIntegrator2, and have spent considerable time on the installation manual myself, a colleague responsible for IMALYTICS installations scripts at Philips Research, as well as with Don Swan.  We’re scheduled again on Monday morning.  There are missing steps and misleading directions.  This sounds like I am very critical, which I am not.  I am to understand that this feedback is highly requested from the team, as there have been specific initiatives to try to get feedback from people that are attempting installation but apparently there hasn’t been much feedback yet which is a cause for concern.  There was a talk given during last week’s ICR meeting on this very topic, and they are looking for ways to improve beyond this point, so maybe my experiences can be of assistance.

C  I have read over the caB2B installation, but it is even deeper than that for caIntegrator2.  I am going to plunge into this on Monday with Don.

3.8.2.1. Preconditions

List out each item that must be met in order for the use case to be valid.

3.8.2.2. Basic Flow of Events

Provide an outline of the flow of use case. Provide a sequence diagram if it is helpful.

Identify available information.
Extract and integrate the relevant information from previous work/s or datasets.

Identify associated work/s or datasets.

Develop a working knowledge of the existing works.

3.8.2.3. Post Conditions

What items hold true after the use case is enacted?

E.g., researcher's knowledge expanded by discovered information.
3.8.2.4.  Alternate Flow of Events

Provide an outline of the alternate flow of use case. 

4. Enterprise Use Case Interactions
5. Adaption / Adoption Issues
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