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Predictive Biology

Computing is emerging as an important integrating 
element leading to predictive biology
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Partnership between computation and experiment 
delivers believable codes and actionable simulations
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This is a time of rapid technological change in computing

Existing strategies for scaling are becoming unsustainable
• Reaching limitations on Moore’s Law scaling
• Limitations due to power requirements for data movement 

Rise of data analytics applications
• Reach of machine learning is expanding
• Explosion (and availability!) of data
• It’s where the money is–vendor roadmaps are focusing here

Can we leverage the data science advances that are proving 
to be game changers across the computing industry?
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Addition of data analytics and machine learning tools can 
accelerate our ability to develop insight
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Predictive simulation

Two ways we envision using machine learning 
techniques along with predictive simulation

Machine learning to identify 
bottlenecks and optimize 
running simulations

Machine learning “on the inside”

Machine 
Learning

Two ways we envision using machine learning techniques 
along with predictive simulation
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Optimize solutions 
with significant 
reduction in 
compute 
requirements

Machine learning “on the outside”
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Integrated workflows develop insight faster
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Automated hypothesis generation and dynamic validation
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High-fidelity 
simulation

Ensembles of simulation 
[parameter|output] sets

Machine learning to train a 
reduced-order predictive model

High dimensional 
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predict parameters for 
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Q Quantum Computers

NV− center platforms have already proved 
effective in many core parts of a quan-
tum computer, from single-qubit gates to 
entanglement of two remote NV− centers. 
The system can operate at room tem-
perature, which is an advantage over ion 
traps and superconductor approaches. The 
NV− center offers an electron spin and 
a nuclear spin, the latter of which works 
as a memory to store quantum informa-
tion. The electron spin can be coupled to 
a photon to connect one NV− module to 
another, potentially enabling large-scale 
quantum computers. 
7KH�PRGXOHV�DUH�FRQQHFWHG�E\�¾EHU�

optic interconnects, which can simultane-
ously be used as off-chip memory/storage 
buffers. The role of the buffer is to delay 
single photons for short periods to facili-
tate circuit synchronization. The NTT 
group has also proposed (doi: 10.1038/
ncomms3725) a photonic quantum pro-
cessor based on an on-chip single-photon 
buffer using a coupled resonator optical 
waveguide (CROW).
7KH�¾UVW�RI�LWV�NLQG��WKH�&52:�EXI-

fer consists of 400 high-Q (quantum 
HI¾FLHQF\��SKRWRQLF�FU\VWDO�OLQH�GHIHFW�
nanocavities. The model showed buffer-
ing of a pulsed single photon for up to 150 
ps with 50-ps tenability while preserving 

entanglement. At the circuit level, the 
group found maximum tolerable error 
per elementary quantum gate to be ap-
proximately 0.73 percent. At the physical 
architecture level, they estimate that a 
large-scale computer with a similar error 
threshold is achievable in the near future, 
D�VLJQL¾FDQW�VWHS�WRZDUG�TXDQWXP�FRP-
puting. Even better, the team says that its 
electron-spin entanglement distribution 
scheme can also be applied to quantum-
dot-based systems. 

Superconductor platforms
Why are qubits so faulty? The quantum 

state of a qubit is a very fragile thing, 
easily disturbed by loss due to materials-
related defects, noise from nearby control 
lines, or other qubits. 

“Intuitively, one can imagine the 
quantum state as a spinning top: If you 
don’t touch it, it’ll keep spinning. If you 
tap on it, the top starts to precess; and if 
you perturb it too much, it tumbles,” said 
Rami Barends, postdoctoral fellow of 
physics at the University of California, 
Santa Barbara.

Fault-tolerant large-scale quantum 
computers require a platform that can 
scale up, a compatible architecture that 
corrects errors to below 1 percent, high 

JDWH�¾GHOLWLHV��ZKHUH�¾GHOLW\�=���ì�HUURU�
UDWH��DQG�PHDVXUHPHQW�¾GHOLWLHV�EHORZ�
the threshold, said Barends, a member of 
professor John Martinis’ group at UCSB. 
He and doctoral candidate Julian Kelly 
DUH�FR�¾UVW�DXWKRUV�RI�D�Nature paper de-
scribing a superconductor-based quantum 
architecture that paves the path toward 
those goals. Superconductor platforms 
enable construction of large quantum 
circuits compatible with inexpensive 
microfabrication. 

The approach used by Martinis’ group 
uses a Josephson junction design, which 
uses aluminum as the superconductor 
and 2-nm thin barriers of aluminum 
oxide to store quantum bits on a sapphire 
substrate. The key to making the surface 
code work is a 2-D array of Xmon qubits 
in which quantum logic and measure-
ment correct the errors (doi:10.1038/
nature13171). The processor chip has 
D�OLQHDU�DUUD\�RI�¾YH�TXELWV�IHDWXULQJ�
nearest-neighbor coupling. The gates 
modify the state of one qubit conditional 
on the state of the other, thus entangling 
them. The photons that are sent to the qu-
bits have a 6-GHz microwave frequency, 
which can be generated electrically. 

To eliminate thermal noise at room 
temperature, superconductor-based 

7KH�LQWHJUDWHG�-RVHSKVRQ�TXDQWXP�SURFHVVRU�GHYHORSHG�DW�8&6%�FRQVLVWV�RI�$O��GDUN��RQ�VDSSKLUH��OLJKW���7KH�ÀYH�FURVV�VKDSHG�GHYLFHV�LQ�D�OLQHDU�DUUD\� 
DUH�WKH�;PRQ�TXELW��7R�WKH�OHIW�RI�WKH�TXELWV�DUH�ÀYH�VZLWFKEDFN�VKDSHG�FRSODQDU�ZDYHJXLGH�UHVRQDWRUV�XVHG�IRU�LQGLYLGXDO�VWDWH�UHDGRXW�� 
7KH�TXELWV�DUH�ZLUHG�WR�FRQWDFW�SDGV�DW�WKH�HGJH�RI�WKH�FKLS��
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New memory 
technologies and 

architectures

Neuromorphic systems 
and accelerators

Quantum information 
systems

These technologies are beginning to show up in advanced architectures, and 
are harbingers of the complexity that will be future computing

Many new technology directions are being explored for 
next generation computing


