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https://devblogs.nvidia.com/parallelforall/deep-learning-self-driving-cars/



https://devblogs.nvidia.com/parallelforall/deep-learning-self-driving-cars/











Progress on Reading Minds





Predicting Cardiovascular Risk Factors
from Retinal Fundus Photographs
using Deep Learning 

Using models trained on data from 284,335 patients, 
and validated on two independent datasets of 
12,026 and 999 patients, we predict cardiovascular 
risk factors not previously thought to be present or 
quantifiable in retinal images, such as such as age 
(within 3.26 years), gender (0.97 AUC), smoking 
status (0.71 AUC), HbA1c (within 1.39%), systolic 
blood pressure (within 11.23mmHg) as well as major 
adverse cardiac events (0.70 AUC). 

Nature Biomedical Engineering (2018)

doi:10.1038/s41551-018-0195-0









Technical Details

• Inception-v3 architecture

• 28M parameters

• Two models – binary and regression

• 2,000 bootstraps to get AUC and 95% CI









Mathematical Model of a Neuron









Deep Neural Network





Human Vision System
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Increasing Depth Works!
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The Universal Translator



Materials Property Prediction



With Unbalanced Training Data!

Finding Tumors in MRI Images









Deep Learning



Deep Learning Impacting Science

• Climate 

• Biology 

• Drug Design

• Materials  Design

• Cosmology 

• High-Energy Physics



Hundreds of Researchers Diving 
into Deep Learning at Argonne



Machine [Deep] Learning In Cancer Research

• Cancer Susceptibility

• Cancer Detection and Diagnosis

• Cancer Recurrence

• Cancer Prognosis and Survival

• Cancer Classification and Clustering

• Cancer Drug Response Prediction

• Cancer Genomics Analysis





Mapping problems to Images
Enables Deep Learning 
Methods to be Applied

Google’s DeepVariant
https://www.biorxiv.org/content/early/201

6/12/14/092890
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Adversarial
Networks











If you do it right!

Arithmetic in the Latent Vector Space







t-sne Plot of Matched Normal Pairs Showing 
Translation in Latent Vector Space



Colon-Rectal

Uterus

Normal Tissue

Tumor Tissue

Normal Tissue

Tumor Tissue



Really Large Networks
Multimodal Networks

Multitask Networks





1000x Model Capacity, 
137 Billion Parameters

OUTRAGEOUSLY LARGE NEURAL NETWORKS:
THE SPARSELY-GATED MIXTURE-OF-EXPERTS LAYER         https://arxiv.org/abs/1701.06538 



Can we create a unified deep learning 
model to solve tasks across multiple 

domains? 

One Model To Learn Them All https://arxiv.org/abs/1706.05137 



Aggregating Blocks with Gates



“This leads us to conclude that mixing different computation blocks is in fact a good 
way to improve performance on many various tasks.” 





Deep Learning 
Uncertainty

Quantification



Intuition behind UQ



Three Approaches to DL UQ:

•Train on distributions and predict 
distributions

•Bootstrap with ensembles

•Dropout as a Bayesian 
approximation 



Bootstrapping UQ in Deep Neural Networks





Adding New 
Types of

Functionality



Adding Memory to Deep Networks



Generating Explanations (XAI)





By 2020, the market for machine 
learning will reach $40 billion, 

according to market research firm IDC







Scalable 
Data Analytics

Deep
Learning

Large-Scale
Numerical 
Simulation

Integration of Simulation, Data Analytics and 
Machine Learning

CORAL Supercomputers
and Exascale Systems

Traditional
HPC

Systems



Deep Learning Applications

• Lower Precision (32 bit)

• FMAC @ 32 okay

• Inferencing can be 8 bit

• Scaled integer possible

• Training dominates dev

• Inference dominates pro

• Reuse of training data

• Data pipelines needed

• Dense FP typical SGEMM

• Small DFT, CNN

• Ensembles and Search

• Single Models Small

• I more important than O

• Output is models

Differing Requirements ⟹ Convergence

Simulation Applications

• 64bit floating point

• Memory Bandwith

• Random Access to Memory

• Sparse Matrices

• Distributed Memory jobs

• Synchronous I/O multinode

• Scalability Limited Comm

• Low Latency High Bandwidth

• Large Coherency Domains 
help sometimes

• O typically greater than I

• O rarely read

• Output is data

Big Data Applications

• 64 bit and Integer important

• Data analysis Pipelines

• DB including No SQL

• MapReduce/SPARK

• Millions of jobs

• I/O bandwidth limited

• Data management limited

• Many task parallelism

• Large-data in and Large-data 
out

• I and O both important

• O is read and used

• Output is data
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ECP-CANDLE : CANcer Distributed Learning Environment

CANDLE Goals

Develop an exscale deep 
learning environment for cancer

Building on open source 
Deep learning frameworks

Optimization for CORAL
and exascale platforms

Support all three pilot project
needs for deep dearning

Collaborate with DOE computing 
centers, HPC vendors and ECP 
co-design and software 
technology projects 
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Deep Learning in Cancer ⟹many Methods

• AutoEncoders – learning data representations for 
classification and prediction of drug response, 
molecular trajectories

• VAEs and GANs – generating data to support 
methods development, data augmentation and 
feature space algebra, drug candidate generation

• CNNs – type classification, drug response, 
outcomes prediction, drug resistance

• RNNs – sequence, text and molecular trajectories 
analysis

• Multi-Task Learning – terms (from text) and 
feature extraction (data), data translation 
(RNAseq <-> uArray)



CANDLE Supervisor

Workflow Manager
(Swift-T EMEWS)

ALCF 
Theta, 
Cooley

NERSC
Cori

OLCF
Titan, 

SimmitDev

Hyperparameter Optimization Frameworks
Hyperopt, mlrMBO, Spearmint

Benchmarks
Datasets
Models

Experiments
Runs

Metadata Store Model Store

Data API

Model 
Descriptions

Model 
Weights

CANDLE Database Integrator Website

Hardware Resources

CANDLESystem Overview

Benchmark 
Spec

Hyperparameter 
Spec

Hardware 
Spec

CANDLE Specifications

ML/DL Benchmarks

Pilot 1 Pilot 2 Pilot 3

Argonne, Oak Ridge, Los Alamos, Livermore
Frederick National Lab for Cancer Research



Aurora 2021 (A21) 
The first US Exascale System

Architecture supports three ways of computing
• Large-scale Simulation (PDEs, traditional HPC)
• Data Intensive Applications (science pipelines)
• Deep Learning and Emerging Science AI



Deep Learning Applications

• Drug Response Prediction

• Scientific Image 
Classification

• Scientific Text 
Understanding

• Materials Property Design

• Gravitational Lens 
Detection

• Feature Detection in 3D 

• Street Scene Analysis

• Organism Design

• State Space Prediction

• Persistent Learning

• Hyperspectral Patterns

Application Targets for Exascale

Simulation Applications

• Materials Science

• Cosmology

• Molecular Dynamics

• Nuclear Reactor Modeling

• Combustion

• Quantum Computer 
Simulation

• Climate Modeling

• Power Grid

• Discrete Event Simulation

• Fusion Reactor Simulation

• Brain Simulation

• Transportation Networks

Big Data Applications

• APS Data Analysis

• HEP Data Analysis

• LSST Data Analysis

• SKA Data Analysis 

• Metagenome Analysis

• Battery Design Search

• Graph Analysis

• Virtual Compound 
Library 

• Neuroscience Data 
Analysis

• Genome Pipelines
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Specialized hardware is emerging 
that will be many times (100x) the 
performance of general purpose 
CPU and GPU designs









Groq (grok)







Wave Computing







Graphcore.ai







Neuromorphic Computing

Computing devices inspired by the 
computational model and physical 

construct of biological neurons.

Brain Inspired Computing 
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100 billion neurons 

100 trillion synapses





Synapses Dominate Area
each neuron is connected to 256 to 10,000 others







Spiking Neural Networks



Summary

• Deep Learning is Accelerating 

• Broadening of DL Applications

• New DL Architectures Emerging (10x-100x)

• Brain Inspired Computing 

• Many NIH Computing Challenges could be 
addressed with DL Approaches

• A Grand Synthesis might be possible



Deep Dream


