Workspace Support for View (+ATC) Consortium
The overall goal is to rapidly develop a prototype infrastructure that demonstrates that IVI Workspace technology can support secure cooperative group database interoperability and central review.  We will motivate this work by three protocols identified by cooperative group members of the workspace. These protocols are tentatively identified as being RTOG protocol 0522, COG AHOD protocol 0031 and CALGB protocol 80302.  Exemplary protocol studies will be distributed between QARC, ACRIN and CALGB databases. An XIP based review client will be developed and integrated with the Grid Enabled CERR client.  Legacy QARC, ACRIN and CALGB client software will also be able to access all studies. The software developed through this effort will be used to support the three targeted protocols and will be a first step towards the development of an integrated VIEW/ATC software framework.
Key next task – now that we have identified protocols to target, we need to agree on the details of the workflow that we will want to be able to support at the end of the first project phase.
The approach we take to interoperability will be to develop a common set of caGrid based APIs for data retrieval and submission and then to use pluggable modules based on this API to support both XIP clients and legacy clients.  As part of this effort, we will identify or create new data models to describe the different types of data managed in the protocol (e.g. DICOM images, radiation treatment plans as DICOM-RT or CERR, clinical, outcome, molecular and pathology data).
We outline key subtasks below:
1) Develop Prototype Grid facing interfaces to ACRIN’s data warehouse, QARC’s MAX database and to the CALGB database
The grid facing interfaces will use a common language for query and a standard API for data retrieval and submission. The use of a standardized API will allow pluggable modules to be developed for the various clients that the cooperative groups have developed.  These modules will provide access to the different cooperative group data management systems via the grid interfaces. These modules will be developed for clients such as ACRIN’s TRIAD, Dicommunicator and Dicommunicator.NET from QARC, CERR from RTOG. 
2) Develop Prototype XIP Based VIEW Review Client
The initial effort would be motivated by requirements drawn from the protocol targeted by the VIEW executive committee. This effort would include DICOM worklist support for XIP Markup Client and CFR Part 11 compliance of the review and markup tool. <Need input from XIP Team>
3) Develop caBIG data models to encompass all image, correlative data and all AIM metadata associated with targeted protocols
<Need input from AIM Team>
4) Develop IVI Middleware Support needed for View Consortium Effort
Workflow:  New infrastructure needed includes:
a) Support for humans in workflow loop
b) Use of identifiers to refer to images and correlative data (DICOM has this but more work is needed in caGrid to support identifiers)

c) Support for rules (joint between Middleware and  AIM teams)
DICOM: DICOM Normalized Messaging support and DICOM worklist support in IVI Middleware. Note that normalized messaging uses attributes that are not in the current DICOM data model.  Some work may be needed to extend the NCIA data model to support this. The DICOM ontology project-II may address this.  IVI middleware may also need to be expanded support the modeling in #3. 
Annotation server: We will complete development of annotation server and use the annotation server for storage, query and retrieval of protocol AIM data.
Federated Query Server: We will develop a federating query server which will allow reviewers to retrieve the annotations, and all associated image and  non-image correlative data.
5) Develop Prototype Harmonized VIEW Security and Auditing Infrastructure
Pluggable modules will be used to support a harmonized VIEW security infrastructure.  The grid-facing interfaces of the databases will include components to provide role-based access control, auditing of transactions and provenance tracking. A secure virtual organization will be created and trust relationships will be established between the identity providers of the individual investigators.
6) Employ workflow engine to support QA and central review tasks required by the  targeted  protocols
The details of a QA related workflow would differ for different protocols but the following is an example scenario. This needs to be updated now that we have identified target protocols.
The workflow engine needs to coordinate any automated QA to check to make sure that appropriate files have been uploaded. The workflow engine also coordinates the central review process. This would be likely to include 1) finding out which reviewers need to be consulted, 2) obtaining any correlative data or past studies that need to be included in the review process, 3) notifying reviewers that their services are needed and coordinating with reviewer client software to manage image display and markup and 4) inserting reviewer annotations and markups into the AIM data service.  Once all reviewers have completed their evaluation, the workflow would provide images, correlative data and all markup information to an adjudicator who would inspect and evaluate reviewer markups and annotations.
