caBIG™ In Vivo Imaging Bundle

Outline of the Imaging Bundle for a RSNA 2008 release

The In vivo Imaging bundle includes a set of interoperable components developed by the caBIG™ Imaging Workspace.  These tools are free and open-source and can be used independently to share data, develop imaging applications and represent structured content in an image dataset.  Furthermore, these tools can also be used in conjunction with each other to perform central review in image based clinical trials. The bundle includes the following tools:

1. National Cancer Imaging Archive (NCIA): NCIA is a DICOM image archive (Comment Eliot: Now we need to expand this to be general purpose archive to hold DICOM objects and others that can be opened by I.E.  This would be a good task for Ken.) with an easy to use web interface that allows users to browse the archive and retrieve data.  NCIA also include a caGrid data service interface that makes the archive caBIG™ Gold Level compliant (Comment Eliot: Is the archive gold level compliant currently? What are the current interfaces to NCIA do they include an API, caGrid data service, DICOM direct responsiveness, etc?) and provides application level accessibility via strongly typed well-defined interfaces.  This permits the NCIA to be integrated in workflows requiring caGrid-enabled data sharing.  NCIA leverages the caGrid GAARDS security infrastructure to authenticate and authorize a user in a virtual grid organization. (Comment Eliot: Is this currently true?)
2. In Vivo Imaging Middleware (IVIM): IVIM is the imaging middleware that extends caGrid with extensions from the imaging domain.  It includes grid services to make a PACS remotely accessible over the grid; tools that allow DICOM clients to access grid services that provide DICOM data; grid data services to share AIM objects (see below); high performance data transfer mechanisms to retrieve images over the grid; analytical services that allow remote processing; and security components that provide role based data security and audit trail capture.  IVIM leverages the caGrid GAARDS security infrastructure to authenticate and authorize a user in a virtual grid organization.

3. eXtensible Imaging Platform (XIP): XIP is a rich application development environment for developing modular image analysis and visualization applications that can be distributed for execution on DICOM WG23 compliant hosts.  XIP also provides reference WG23-compliant host that can run on a Windows workstation. A sample workstation using XIP has been developed to create AIM objects.

4. Annotation and Image Markup (AIM): AIM is a caBIG™ silver compliant (Comment Eliot: Is it currently silver compliant?) information model to represent and capture structured content in an image dataset.  AIM also provides an API to allow application developers to create new and parse existing AIM annotations.  AIM objects are represented as DICOM SR objects as well as XML files.  Libraries are provided to allow inter-conversion between the two data formats. Finally a caGrid data service for storing and managing AIM objects is provided with IVIM.
Specific Requirements for IVI Bundle
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1. A testing infrastructure to test the interoperability between the different components of the bundle.  The following interaction points will be tested. This testing infrastructure will do weekly checkouts and test these interaction points as follows:

1.1. NCIA-IVIM:  A test instance of NCIA with a small public dataset will be setup on the testing infrastructure. (Comment Eliot:Who is setting this up?) The NCIA grid service will be tested against this instance first without grid access (test query, retrieve) and then with grid access (service discovery, query, retrieve, security).   When testing access over the grid, the client side tests will be IVIM clients.
1.2. XIP-IVIM:  XIP host can query, retrieve, and submit DICOM and AIM objects from IVIM developed grid services.

1.3. XIP-AIM:  XIP creates new AIM objects that can be validated as being compliant with the latest release of AIM.

1.4. IVIM-AIM:  The AIM data service can store, query, and retrieve AIM objects that are compliant with latest release of AIM.
2. Documentation that captures how these 4 tools can satisfy use cases that require their usage in isolation.
3. Documentation of the central review demonstration use case and how these 4 tools can be installed and used for this.
4. An installer that downloads the 4 tools and its prerequisites. This installer leverages any installers provided by the different tools.
Deliverable Schedule for the IVI Bundle

Annual Meeting: Preliminary testing infrastructure is deployed and the interaction points are tested for the central review demonstration use case. Documentation of the central review demonstration use case.
RSNA 2008: caBIG™ Imaging Bundle v1.0 is tested and released with the installer & documentation
RESPONSES TO COMMENTS
1.  MIRC inclusion in bundle: I hadn't thought about MIRC and the components that deals with data submission, but that is clearly something that should be part of the bundle.  The NCIA piece in general needs to be expanded and I was hoping you or John Freymann would be able to fill in some of the missing pieces.  

I am not familiar with John's CTP software.  Does it deal with data submission?

2.  Sample AIM XIP-workstation: The sample workstation that XIP created and used at RSNA needs a few fixes, but yes I think that that workstation should be part of this bundle.

3.  AIM-Silver Compatibility:  I am not sure if AIM has completed is silver compliance but I would imagine that by RSNA, that process would have been completed.

4.  Testing Infrastructure:  There is no testing infrastructure that tests the interoperability amongst the various tools.  We had, for example, talked about setting up NCIA at OSU (to test the BDT pieces) late last year but ran into issues related to data submission.  

One of Fred's guys is setting up a VM with NCIA and caGrid, and I was thinking of using that to get the NCIA piece and test the grid interoperability.

Currently the middleware (and caGrid for that matter) is tested on a few test VMs and I would imagine having a similar environment for the bundle.  OSU can setup a machine to run this testing infrastructure.
5.  VMs and Installer: The bundle should distribute VM images of NCIA, the central-review demo, AIM grid service — since these pieces have an installation and a deployment component.  In addition to this the bundle should include an installer that does a checkout of the latest releases.  The basic purpose of the bundle DVD should be to provide the users with a single point of entry when it comes to obtaining the workspace products.
