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Agenda

➢ PDC overview & goals - Mike MacCoss  (15 min)

➢ SC goals and responsibilities

➢ Expectations - what specific feedback/inputs we seek from the SC

➢ CRDC Overview – Allen Dearry/Erika Kim (10 min)

➢ Current data and where we are today, Interoperability, System Architecture - Rajesh 

Thangudu  (10 min)

➢ Data harmonization, APIs, CDAP and other pipelines - Paul Rudnick (10 min)

➢ Open discussion (15min)
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The PDC Scientific Committee

Member

Alexey Nesvizhskii, Ph.D. 
University of Michigan

Amanda Paulovich, M.D., Ph.D.
Fred Hutchinson Cancer Research Institute

Bing Zhang, Ph.D.
Baylor College of Medicine

Eric Deutsch, Ph.D.
Institute for Systems Biology

Oliver Bogler, Ph.D.
CCT/NCI

Sam Payne, Ph.D.
Brigham Young University



5

PDC -- High Level Goals

• Unsilo mass spectrometry data.  Bring data into a common location that satisfy Findability, 
Accessibility, and Reusability

• Move from a situation where people move data to local tools to where people move their 
tools to the data.

• Shift from a ‘data graveyard model’ to a ‘data workspace model’

• Make it feasible for pipelines to be released with data during publication to improve 
reproducibility

• Improve meta-data annotations. Ensure data is annotated well using common vocabularies 
but that the process is non-onerous.



PDC Scientific Committee Responsibilities

• Provide constructive criticism on the work we have performed to date.

• Help us define the scope of the PDC.

• Help us prioritize our short-term and long-term to-do list.

• Provide comments about the UI/UX.

• Identify key collaborators to best demonstrate features and to contribute valuable cancer proteomics 

datasets

• Identify critical tools and workflows to integrate with the PDC to facilitate data reanalysis.

• Identify specific features that can make proteogenomic data accessible to cancer biologists and clinicians



PDC Scientific Committee Commitment

• A 1-hour scientific committee meeting per quarter

• Occasional individual calls/emails regarding a specific issue we need input – up to 1-hour per 
week max.
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Overview of CRDC

Dr Allen Dearry
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Current data and where we are today, Interoperability

R Rajesh Thangudu
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PDC- Current status



STUDIES

From large programs and also
smaller labs.

VOLUME

25 TB data including raw and
processed data and supplementary
information

ANALYTICAL FRACTIONS

Proteome, Phosphoproteome,
Acetylome, Glycoproteome,
Ubiquitylome

ACQUISITION TYPES

Data Dependent Acquisition
Data Independent Acquisition.

EXPERIMENTAL TYPES

Lable Free
iTRAQ
TMT

PRIMARY SITES

15 cancer types from 11 primary
sites

53

25

05

02

05
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PDC by the numbers



PDC Technology Stack

▪ PDC Data Portal is a web-based 
application for querying and viewing 
Proteomic data
▪ Also provides an API for programmatic access

▪ PDC Workspace is a web-based 
application for submitting raw data to the 
PDC for processing
▪ Requires authentication (supports Google, 

NIH/eRA)

▪Both work through any browser
Michael Holck



PDC Infrastructure

▪ PDC is FedRAMP and FISMA complaint 
system with Authority To Operate (ATO) 
under cancer.gov domain issued on 
January 15, 2020
▪ 278 Security controls across 26 operational areas 

were planned and implemented

▪ PDC deployment is based on NIST 
architecture

▪ PDC went live on March 23, 2020

Michael Holck
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PDC Analytics – since March 23, 2020

Users per week

Traffic Source



2020

Today

Mar Apr May Jun Jul Aug Sep

PDC Live

3/23/2020

Proteogenomics of Gastric Cancer - 3 
studies

4/16/2020

Academia Sinica LUAD - 2 stuides

5/13/2020

CPTAC HNSCC Discovery Study - 2 studies

5/13/2020

CPTAC LUAD Acetylome - 1 study

7/8/2020

CPTAC UCEC Acetylome - 1 study

8/13/2020

CPTAC LSCC Discovery 
Study - 4 studies

9/11/2020

PDC timeline since launch

Release includes 
- raw data
- clinical data, experimental design
- processed data – open formats, PSM, Protein parsimony
- post processing for visualization
- API access
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https://pdc.cancer.gov
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Data Model, Standards, Semantics

Robust Data Model 
- Representing the data in a structured manner 

that allows to collect and distribute data and 
metadata effectively and efficiently

Consistency of Metadata
- Reuse clinical metadata and standards  from 

caDSR, NCIt, ICD
- Use HUPO PSI Controlled Vocabulary of 

proteomics
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Data harmonization

• Harmonization starts with assigning standard 
identifiers, data integrity checks, adherence to 
standards and PDC data model.

• All of the data is processed through a common 
data analysis pipeline (CDAP) for removing data 
analysis variables, enabling comparisons across 
datasets. 
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PDC Analysis tools

• Morpheus viewer – a heatmaps visualization tool 
from Broad Institute for view expression data

• PepQuery - a peptide-centric search engine for 
novel peptide identification and validation from 
Bing Zhang’s lab

• Jbrowse – a genome browser for viewing 
peptides on  the genomic coordinates
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PDC Data Submission

▪ A data submission template with examples is 
available 

▪ A video tutorial and step by step guide

▪ UI menu driven and tsv files in predefined format

▪ Can request to set up a program or lab and have 
full control of the metadata 

▪ Data remains private and modifiable until release
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▪ Data standards and harmonization – will help both 
general users and also the CCDH and CDA 

▪ Large suite of graphQL based APIs to provide flexibility 
for programmatic access

▪ Cross-referencing other multiomic resources

▪ Data files indexed by CRDC DCF service for easy access 
from analytical platforms such as SBG

▪ Authorization and authentication through DCF Fence 
API which allows users to register using their existing 
credentials such as Google, NHI, eRA, etc

Interoperability 
Cross references

APIs

Manifest uploads
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Data harmonization, APIs, CDAP and other pipelines 

Paul Rudnick



Harmonization (DDA): Common Data Analysis 
Pipeline(s): 2013-current

ReAdw4Mascot2.exe

ProMSPSMLab
Nathan Edwards

PhosphoRS

MSGF+

*

*

* Distributed



Harmonization (DIA): Common Data Analysis 
Pipeline(s): 2018-current

EncyclopeDIA

msconvert

Crux or PECAN 
+ Percolator

Skyline



How to aliquots map to 
TMT channels for a 
given study?

Example from Swagger page.

https://pdc.cancer.gov/graphql

https://pdc.cancer.gov/data-dictionary/publicapi-documentation/



Jupyter Notebook Example

Get the TMT ratio data

Get the clinical metadata



Seven Bridges Integration

• Direct loading of files by manifest 

generated on the PDC (i.e., no 

upload/download of data files)

• Applications added as Docker 

containers

• Pipelines designed using Rabbix

(GUI for generating CWL)

• MSFragger + Prophets + TMT 

analysis of ccRCC dataset 23 

plexes -> $13.31

Dave Roberson
Manisha Ray
Felipe Leprevost



PDC Quant Data Loaded into Google Big Query Tables @ ISB-CGC

Kawther Abdilleh
Bill Longabaugh
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Our Contact Information:

⚫ Mike MacCoss, UW (maccoss@uw.edu)

⚫ R Rajesh Thangudu, ESAC Inc. (ratna.thangudu@esacinc.com)

⚫ nci.pdc.help@esacinc.com

mailto:maccoss@uw.edu)
mailto:ratna.thangudu@esacinc.com)

